A combined CFD-experimental method for abrasive erosion testing of concrete
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Abstract: Serious damage may occur to concrete hydraulic structures, such as water galleries, spillways, and stilling basins, due to the abrasive erosion caused by the presence of solid particles in the flow. This underlines the importance of being capable in providing characterization of the concrete from the point of view of its vulnerability to abrasive erosion, in order to improve the design of the structure and the material selection. Nevertheless, the existing apparatus for concrete abrasive erosion testing are either far from allowing realistic simulation of the actual environment in which this phenomenon occurs, or show a large degree of complexity and cost. An alternative method has been developed with the aid of Computational Fluid Dynamics (CFD). CFD was first employed to verify the effectiveness of a new laboratory equipment. Afterwards, a parameter has been introduced which, by successful comparison against preliminary experiments, proved suitable to quantify the effect of the fluid dynamic conditions on the concrete abrasive erosion, thereby opening the way to CFD-based customization of the apparatus. In the future, the synergy of numerical and physical modelling will allow developing predictive models for concrete erosion, making it possible to reliably simulate real structures.
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INTRODUCTION

The abrasive erosion of hydraulic concrete structures is the progressive disintegration of the material caused by water-transported solid, sand, gravel, ice, or debris (Graham, 1998). The irreversible nature of this damage, and the high costs related to this effect, makes the capability of correctly characterizing the concretes from the point of view of their resistance to abrasive erosion very important.

According to Liu et al. (2006), the mass loss caused by abrasive erosion in hydraulic concrete is a three-stage process. Initially, the pressure of water molecules causes a pre-abrasion peeling of the concrete surface. Afterwards, the impacts of the solids carried along with the water result in the removal of the mortar and the subsequent exposure of the coarse aggregates. Finally, the removal of the aggregates occurs due to scratching and shearing actions.

A number of test methods have been proposed by the ASTM committee to test the abrasion resistance of concrete. One of them, referred to as “underwater method”, is specifically intended to simulate the abrasive action of waterborne particle under water (ASTM C1138M, 2012). The apparatus, sketched in Fig. 1a, consists of a steel cylindrical tank filled with water at the bottom of which a concrete specimen is placed. An agitator with a specially designed paddle keeps the water and the abundant in rotary motion. The abundant consists of 70 steel grinding balls with nominal size ranging between 12.6 and 25.3 mm. This equipment was used by several authors to investigate the relative resistance of different concretes under an erosive action (e.g. Dalfré Filho et al., 2000; Horiszczuruk, 2005, 2008, 2009; Kumar and Sharma, 2014; Mohibi et al., 2015; Yen et al., 2007). However, despite the attractive simplicity of the ASTM C1138M apparatus, its main problem is that it involves different erosion mechanisms than those encountered in practical applications.

Liu et al. (2006, 2012) and Dandapat and Deb (2016) used a different setup, in which a concrete specimen is exposed, at a given inclination angle, to a slurry sand-water jet coming out from a nozzle (Fig. 1b). The large, rectangular nozzle and the inclination angle were defined in such a way to reproduce the water flow over a spillway. Moreover, the mass loss is due to normal impacts and shearing actions, further approaching the actual conditions. Nevertheless, the dimensions of the rig are considerable, having technical and economic implications.

The apparatus shown in Fig. 1c was developed by Horiszczuruk (2000, 2004). It consists of a steel drum, partially filled with a mixture of aggregates and water. A rotating shaft with several concrete samples allows the interaction between concrete and abrasive mixture. The goal of better simulating the natural conditions in which concrete abrasion occurs was achieved, but, at the same time, the size of the rig and the difficulties in controlling the experimental conditions for such complex flow appear the key drawbacks of this solution.

The above discussion indicates that none of the available methods for concrete erosion testing is free from critical aspects, mainly residing in either difference from the actual working conditions (for the ASTM “underwater method”) or excessive complexity of the setup (for the abrasive jet method and the rotating device). In the present work, an alternative testing strategy is proposed. This is not limited to the development of a new apparatus, designed with the aid of Computational Fluid Dynamics (CFD), which combines the earlier ones integrating the advantages from each of them. Actually, it involves a strong synergy between numerical and physical modelling, a concept which has already been explored in erosion studies (e.g. Clark, 2002; Gnanavelu et al., 2011; Mansouri et al., 2015). A parameter has been introduced which, at the present stage, represents only the effect of the fluid dynamic conditions on the effectiveness of the apparatus. This allows customization of the setup to optimize its performance for specific testing conditions.
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Fig. 1. Main details of three existing setups for underwater erosion testing: (a) the ASTM C1138M (2012) apparatus; (b) nozzle-specimen system used by Liu et al. (2006, 2012); (c) the device proposed by Horszczaruk (2000, 2004). Dimensions are in mm.

Laboratory experiments will be then performed on different concretes and, based on the acquired data, the proposed parameter will be made material-dependent and turned into a predictive erosion model. This will open the way to the reliable simulation of hydraulic structures, such as water galleries, spillways, and stilling basins. In addition, the laboratory apparatus may be also used as an alternative to the ASTM C1138M for comparing the resistance of various concrete formulations.

The remainder of the paper is divided in three sections, followed by the conclusions. In the first one, the proposed setup is described. In the second one, the CFD model used for simulating the liquid-solid flow in the system is illustrated, together with the followed computational methodology. In the third one, the effectiveness of the equipment is demonstrated, also by comparison to the outcomes of some preliminary tests performed in a prototype apparatus.

THE PROPOSED APPARATUS

The new device is a modification of the ASTM C1138M method in which the steel balls have been replaced by the smaller granular material encountered in actual environments. Moreover, the agitator has been changed with a Pitched Blade design and four lateral baffles have been introduced (Fig. 2), in order to create a downward flow with enhanced turbulence, which promotes the impingements of the particles against the concrete base. These modifications concur to make the testing conditions closer to those encountered by concrete hydraulic structures, in terms of involved materials and erosion mechanisms, without any increase in technical and economic burden.

Fig. 2. The apparatus proposed in this study. Dimensions are in mm.

The dimensions reported in Fig. 2 and their ratios were defined based on analogy with the ASTM C1138M and the stirred tank used by Fokema et al. (1994). The tank diameter, $T$, is 350 mm, and it is equal to the still water depth above the specimen, which is located at the bottom and has a height equal to 50 mm. The width of the four, equally spaced, lateral baffles is 35 mm ($7/10$). The Pitched Blade impeller has an angle of 45°, and diameter equal to 175 mm ($T/2$). As it will be clarified later, the rotational velocity of the impeller, $\Omega$, and its clearance, $c$ (that is, its distance from the concrete specimen) have significant influence on the development of the erosion phenomenon, and, therefore, they were the subject of specific analyses. In this paper, the abradant consists of 950 g of silica sand particles with density equal to 2650 kg/m$^3$, yielding a static solid volume fraction of 1%. In the laboratory experiments, the particle size ranges within 1.2 and 2.0 mm (the average being 1.5 mm), as determined by a sieve classification performed before the test. In the numerical simulations, the solid phase is modelled as monodispersed with size equal to 1.5 mm. The carrier fluid is water at 20°C with density and kinematic viscosity coefficient equal to 998.23 kg/m$^3$ and 1e-6 m$^2$/s, respectively.

METHODOLOGY

Governing equations

Even if the average abrasive content in the tank is low, the relatively high solid volume fraction occurring in certain regions makes it necessary to account for two- and four-way coupled interactions between the phases. Therefore, the liquid-particle flow was modelled based on the Euler-Euler approach, in which both phases are interpreted as interpenetrating continua. Particularly, use is made of the extension to dense flow of the IPSA model of Spalding (1980) which has been proposed by Messa and co-workers (2013, 2014, 2014a, 2014b, 2015).
The flow is assumed statistically steady and so the mass and momentum conservation equations for each phase are, respectively

\[ \nabla \cdot (\alpha_q \rho_q \mathbf{U}_q) = \nabla \cdot \left( \frac{\rho_q}{\sigma_q} \nabla \alpha_q \right) \]

(1)

\[ \nabla \cdot (\alpha_q \rho_q \mathbf{U}_q) - \nabla \cdot (\alpha_q \rho_q \mathbf{V}_q \nabla \mathbf{U}_q) - \nabla \cdot (\alpha_q \rho_q \mathbf{V}_q \nabla \mathbf{U}_q) \]

(2)

\[ -\nabla \cdot \left( \rho_q \mathbf{V}_q \frac{\nabla}{\sigma_q} \alpha_q \right) = -\alpha_q \nabla P + \alpha_q \rho_q \mathbf{g} + \mathbf{M}_q \]

where the subscript \( q \) is a phase indicator parameter equal to \( f \) and \( p \) for the fluid and the particles, respectively. Moreover, \( \alpha_q \) is the local average volume fraction, \( \rho_q \) is the density, \( \mathbf{U}_q \) is the average velocity vector, \( \sigma_q \) is the turbulent Schmidt number for volume fractions, set equal to 0.7, \( \mathbf{V}_q \) is the kinematic viscosity coefficient, \( P \) is the average pressure, \( \mathbf{V}_q \) is the eddy viscosity, and \( \mathbf{g} \) is the gravitational acceleration vector.

The viscosity of the solids is obtained from a friction, mixture-viscosity related parameter, \( \mu_m \), by assuming the following linear relationship:

\[ \mu_m = \alpha_f \rho_f \mathbf{V}_f + \alpha_p \rho_p \mathbf{V}_p \]

(3)

and evaluating \( \mu_m \) by means of the comprehensive formula proposed by Cheng and Law (2003):

\[ \mu_m = \rho_f \mathbf{V}_f \exp \left[ \frac{2.5}{\beta} \left( \frac{1}{(1 - \alpha_p)^3} - 1 \right) \right] \]

(4)

in which \( \beta \) is a material-dependent coefficient that, as suggested, was set to 3 in this paper.

The interfacial momentum transfer term \( \mathbf{M}_q = \mathbf{f}_p \) is given by:

\[ \mathbf{M}_q = -\mathbf{M}_p = \frac{3}{4d_p} C_d \alpha_p \rho_f \left| \mathbf{U}_p - \mathbf{U}_f \right| \left( \left| \mathbf{U}_p - \mathbf{U}_f \right| \right) \]

(5)

where \( d_p \) is the particle size, and \( C_d \) is the drag coefficient, which is related to the \( \mu_m \)-based particle Reynolds number, \( Re_p = \rho_f (\mathbf{U}_p - \mathbf{U}_f) d_p / \mu_m \), via the correlation of Shiller and Naumann (1935):

\[ C_d = \max \left[ \frac{24}{Re_p^{0.667}} \right] \left( 1 + 0.15 Re_p^{0.44} \right) \]

(6)

The eddy viscosity, \( v_t \), was evaluated by an extension of the standard high-Reynolds form of the \( \kappa-\epsilon \) model of Launder and Spalding (1974) to two-phase flows, which is well documented in Messa et al. (2013, 2014, 2015).

Computational domain and boundary conditions

The computational domain is shown in Fig. 3, where it is evident that the geometrical symmetry of the system has been exploited by solving only over a quarter of the tank.

The boundary conditions are zero shear stress, cyclic, and solid walls. Particularly, zero shear stress has been imposed to both phases in correspondence to the upper boundary, in order to reproduce the free surface of the mixture, assumed flat. The two vertical, planar surfaces are attributed a cyclic condition to account for the effect of the remaining three quarters of the tank.
The PHOENICS solver was run until the sum of the absolute residual over the whole solution domain is less than 0.01% of reference quantities based on the total inflow of the variable in question. This is typically achieved in about 12000 iterations.

RESULTS
Effectiveness of the new apparatus

In order to produce wear mechanisms that are similar to those encountered in concrete hydraulic structures (Graham, 1998), the new apparatus should be able to create regions in which the sand particles impinge against the bottom. Numerical simulations allowed verifying that the Pitched blade impeller fits into this purpose, being capable in pushing the particles against the specimen and, afterwards, re-lifting them up close to the tank wall. Specific tests were carried out to demonstrate that such a grid coarsening did not affect the erosion-related parameters introduced in the next section.

The PHOENICS solver was run until the sum of the absolute residual over the whole solution domain is less than 0.01% of reference quantities based on the total inflow of the variable in question. This is typically achieved in about 12000 iterations.

Definition of a new erosion-related function

Usually, numerical investigations concerning solid particle erosion involve dilute flows, and they predict the loss of material by simulating the fluid-particle flow using an Eulerian-Lagrangian two-phase model, in which a Lagrangian equation of motion is solved for a number of computational particles, followed by the application of a single-particle erosion model to each particle-wall impingement (Parsi et al., 2014).

Nevertheless, this approach is precluded in this study for a couple of reasons. First, it is not clear how to couple the Euler-Euler fluid-dynamic solution with a single-particle erosion model. Second, it would be hard to guarantee the reliability of the wear estimates since they are strongly affected by the erosion model (Messa and Malavasi, 2017), which includes material-dependent constants obtained by fitting experimental data.

It is worth remarking that the numerical approach is here aimed at attaining rough estimation of how the fluid dynamic of the system affects the effectiveness of the apparatus, in order to create a tool that can be used in future experiment’s design. Based on this consideration, we introduced a function, \( \phi \), which can be regarded as an indicator of erosion in an Euler-Euler framework. This parameter may be used for comparing different operating conditions of the setup (e.g. in terms of type of impeller, clearance, and rotational speed), but it does not allow any quantitative prediction of mass loss, as it does not account for the characteristics of the target material. As already mentioned, turning \( \phi \) into an erosion prediction model will be demanded to a later stage of this research project. The function \( \phi \) is defined on a discretized plane parallel to the surface of the specimen (Fig. 5), as follows

\[
\phi = -\min(\hat{m}_{adv}, \theta) |U_p| \sqrt{\frac{2\phi}{\pi}}
\]

where \( \theta \) is the inclination angle of the mean solid phase velocity vector, and \( \hat{m}_{adv} \) is the advective flux per unit area of the solid phase along direction \( z \). All quantities above are interpolated at the centroid of each element of the plane, and the last two variables are calculated as

\[
\theta_p = \arctan \frac{W_p}{\sqrt{U_p^2 + V_p^2}}
\]

\[
\hat{m}_{adv} = \rho_p \alpha_p W_p
\]

where \( U_p, V_p \), and \( W_p \) are the components of the mean solid phase velocity along directions \( \theta, r, \) and \( z \), respectively.

The values of \( \phi \) are different from zero only in those elements where the advective solid mass flux is directed downwards, thereby assuming that the others do not contribute to the erosion process. Moreover, the function is directly proportional to the flux of kinetic energy, and linearly increases with the inclination angle, \( \theta_p \). By analogy with single-particle erosion models, \( \phi \) was regarded as an indicator of the penetration rate, (i.e., the speed at which the scar depth increases) and, therefore, the integral of \( \phi \) over the surface, referred to as \( \delta \), relates to the erosion rate, i.e. the velocity at which mass loss occurs. The monotonically increasing trend of erosion versus the inclination angle is typical of brittle materials (Parsi et al., 2014) and, in the absence of specific data for concrete other than the experiments of Liu et al. (2012), as a first step a linear approximation was assumed.

An issue arises from the fact that \( \phi \) is zero over the surface of the specimen, since \( \hat{m}_{adv} \) is zero there. Therefore, this function has been evaluated at a certain distance from the lower boundary, referred to as \( \delta \) in Fig. 5. This approach introduces an arbitrary parameter in the computational model but specific sensitivity analyses showed that, generally, the relative effect of
the fluid dynamics of the system on $\phi$ is only moderately affected by $\delta$ when this parameter varies between 10 and 30 mm. The results shown hereafter refer to $\delta = 20$ mm.

A typical $\phi$ distribution is depicted in Fig. 6 for $c/T = 0.16$ and $\Omega = 600$ rpm, showing consistency with the solid phase velocity vectors of Fig. 4. The similarity between the ring shape of the function and that of the scar on the top of the specimen will be made evident in the next section, giving strength to the assumption that $\phi$ is related to the penetration rate.

A sensitivity analysis was performed to investigate the effect of the impeller clearance and the impeller rotational speed on the expected development of the erosion process. The ratio between the impeller clearance and the tank diameter, $c/T$, was varied in the range $0.16 \div 0.29$, and $\Omega$ increased from 500 to 700 rpm. Researches by Zwietering (1958), Mak (1992), and Jirout and Rieger (2011) suggest that, in all cases, the rotational speed is enough to avoid particle accumulation. The effects of the above parameters on the predicted wear scar are shown in Figs. 7(a) and (b), making reference to the profile of $\phi$ along the line midway between two baffles. The simulation suggest that $c/T$ and $\phi$ differently affect the erosion shape due to their effect on the fluid dynamics of the two-phase system. Particularly, the lifting the impeller upwards causes a decrease in the penetration rate accompanied by an increase in the inner radius of the scar ring. Conversely, a variation in the impeller speed results in a change in the velocity at which erosion occurs, but it is unlikely to produce a change in the shape of the scar.

The considerable influence of $c/T$ and $\phi$ on the erosion of the specimen is confirmed by the values of the integral of $\phi$, reported in Table 1 for all flow conditions.

<table>
<thead>
<tr>
<th>$c/T$ [-]</th>
<th>$\Omega$ [rpm]</th>
<th>$\Phi$ [kg m$^2$/s$^3$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.16</td>
<td>600</td>
<td>2.72</td>
</tr>
<tr>
<td>0.22</td>
<td>600</td>
<td>1.90</td>
</tr>
<tr>
<td>0.29</td>
<td>600</td>
<td>0.91</td>
</tr>
<tr>
<td>0.16</td>
<td>500</td>
<td>1.75</td>
</tr>
<tr>
<td>0.16</td>
<td>700</td>
<td>4.08</td>
</tr>
</tbody>
</table>

**Comparison against experiments**

Prototypes of the apparatus were set up in accordance with the dimensions reported in Fig. 2, and the first experimental tests were performed in the Laboratory of Hydraulics and Fluid Mechanics of the University of Campinas (Fig. 8). The tank and the baffles are made of acrylic Plexiglass to allow visual inspection of the test. The thickness of the tank wall is 5 mm. The Pitched Blade impeller is kept into rotation by a 4-pole motor with nominal power of 370 W, driven by a frequency inverter that allows varying the rotating speed up to 1800 rpm.

The specimens for the erosion tests were cylinders, which have been accurately re-shaped to fit into the baffled tank. The Brazilian Standard NBR 5738 (2003) was followed for their preparation. For the resistance compressive strength and elasticity modulus at 28 days, cylindrical samples of 10 mm diameter and 200 mm height were molded. It is again underlined that the objective of these preliminary experiments is the verification of the effectiveness of the apparatus and the above simulation methodology, whilst the use of the setup for characterizing con-
cretes to be employed in practical applications is demanded to a later stage. Therefore, the mixture had an extremely high water-to-cement ratio, thus very low compressive resistance, to accelerate the erosion process and enhance the influence of the fluid-dynamic parameters of the system. The samples have the cement-sand-rock composition of 1-6.47-5.29 and w/c ratio of 1.47. As already mentioned, the carrier fluid is water, and the abradant consists of silica sand with size in the range 1.19 - 2.00 mm, the average being 1.5 mm (which is the value of $d_p$ considered in the numerical simulations).

The experimental methodology is as follows. Firstly, the concrete sample is weighted using a balance (Toledo, model PRIX III Fit, range 0.050–15.000 kg, accuracy of 0.005 kg) and its initial mass is recorded. Secondly, the sample is positioned at the bottom of the tank, and the gap between the specimen and the tank wall is filled with sealant material. Thirdly, clean water is poured into the tank up to a static level of 350 mm above the specimen. 0.950 kg of abradant was added to produce a static solid volume fraction equal to 1%. Fourthly, after positioning the impeller-shaft motor assembly at the desired clearance, the motor is turned on and the rotational velocity is adjusted. Every 6 hours, the mass of the specimen was measured and the relative mass decrement, $\Delta M/M_0$, calculated. Each time, the abrasive mixture was renewed, in order to reduce as much as possible not only the self-enhancements of the erosion process due to the contribution of detached concrete pieces, but also the spurious effects due to particle degradation.

The experiments were made for two different impeller clearances, namely $c_T = 56$ mm ($c/T = 0.16$) and $c_T = 100$ mm ($c/T = 0.29$), at constant impeller speed of 600 rpm. The overall testing time was 96 hours for the high clearance case, whilst it was reduced to 24 hours for the low clearance one due to the higher velocity at which erosion occurred.

The verification of the effectiveness of the $\phi$ function was made in two steps. Firstly, visual comparison between the surface of the specimen at the end of the test (Fig. 9) and the predicted $\phi$ distribution (Fig. 6) gave strength to the hypothesis that $\phi$ can be related to the penetration rate, and, consequently, to the erosion depth at a certain time instant.

Secondly, attention was focused on the erosion rate. As already noticed, in the numerical simulations this parameter is expected to be related to $\Phi$, i.e. the integral of $\phi$. In the experiments, the erosion rate can be estimated from the temporal evolution of the relative mass decrement, shown in Fig. 10.

![Fig. 8. The experimental setup at the University of Campinas.](image)

![Fig. 9. Surface of the specimen after 24 hours for the low clearance case ($c/T = 0.16$). The image also shows the corresponding $\phi$ distribution, already depicted in Fig. 6.](image)

![Fig. 10. Time history of the relative mass decrement: experimental data and fitting lines.](image)

Following Horşczaru (2005), the course of erosion is represented by the following expression:

$$\frac{\Delta M}{M_0} = 1 - \left(1 + \frac{t}{\alpha}\right)^{-b} \quad (10)$$

The numerical coefficients, $\alpha$ and $b$, have been determined for both tests using interpolation methods, and the corresponding curves are shown in Fig. 10 as well. The evidence indicates that erosion occurs faster for the low clearance case, but the erosion rate, i.e. the derivative of the curves, decreases with time. This behavior is well known in the literature (Horşczaruk, 2004), and it may be caused by different factors, including the inhomogeneous structure of the concrete, the changes in the surface of the specimen due to erosion. The size and the shape degradation may also come into play (Cooke, 1996; Clark, 2002), as this effect may not be fully eliminated by renewing the slurry in the tank every 6 hours.

Since the steady-state Eulerian-Eulerian model employed is not capable in handling such dynamic effects, the comparison against the simulations is made between $\Phi$ and the experimentally estimated erosion rate at $t = 0$, when the surface of the specimen is still flat and homogeneous. This quantity, referred
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\[ \dot{E}_{r,\exp} = \frac{d(\Delta M)}{dt} = \frac{d}{dt} \left( M_0 \left[ 1 - \left( 1 + t/a - b \right)^{-1} \right] \right) \]

\[ = M_0 b \left( \frac{1 + t}{a} \right)^{-b-1} \frac{1}{a} \left|_{t=0}^{t} \right. = M_0 b \frac{t}{a} \quad (11) \]

The results, summarized in Table 2, indicate that the rate of variation of \( \Phi \) with \( c/T \) deviates about 6.5% from that of \( \dot{E}_{r,\exp} \), thereby confirming the suitability of \( \Phi \) for attaining rough estimation of the effect of the fluid dynamic parameters on the erosion of the specimens.

| Table 2. Values of \( \Phi \), obtained by CFD, and \( \dot{E}_{r,\exp} \) inferred from experiments. |
|-----------------|-----------------|-----------------|
| \( c/T \) [-]   | \( \Phi \) [kg∙m/3/s] | \( \dot{E}_{r,\exp} \) [g/h] |
| 0.16            | 2.72            | 94.0            |
| 0.29            | 0.91            | 33.5            |
| Ratio           | 2.99            | 2.81            |

CONCLUSIONS

A new strategy has been proposed for testing the abrasive erosion of concrete, which involves a strong synergy between numerical simulations and laboratory experiments. As part of this method, a new apparatus has been designed. The equipment is a modified version of the ASTM "underwater method"; the differences being the insertion of four lateral baffles in the tank, the change of the impeller with a Pitched Blade one, and the use of sand particles instead of steel balls as abradant (Fig. 2). These changes allow activating erosion mechanisms which are closer to those encountered in concrete hydraulic structures, without the need of resorting to complex and expensive setups.

Computational Fluid Dynamics has been employed for the design of the setup. Particularly, the water-sand flow has been simulated in a steady-state by an Euler-Euler model previously developed by two of the authors, and the effect of the rotation of the impeller has been modelled by imposing proper values of mean velocity and turbulence parameters. The effectiveness of the designed equipment was inferred from inspection of the mean velocity field of the solid phase (Fig. 4).

Afterwards, a parameter has been identified to estimate the effect of the fluid dynamics of the system on the erosion of the concrete specimen. A sensitivity analysis allowed establishing the influence on the position of the impeller and its rotational speed on the shape of the erosion scar and the rapidity at which mass removal occurs (Fig. 7 and Table 1). Finally, the successful comparison against experimental data performed in a prototype apparatus (Figs. 9 and 10) gave strength to the possibility of referring to the proposed parameter for customizing the setup in function of the peculiarities of the experiments.

The next step of this research will consist in the development of specifically-calibrated erosion models for the materials of interests. This will open the way to reliable simulation of concrete hydraulic structures by means of CFD.
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SUPPLEMENTARY MATERIAL

Appendix A: impeller model

As is it a common practice in stirred tank simulations, the effect of the rotating impeller on the mean flow was modelled by fixing the velocities of both phases, the turbulent kinetic energy, and the dissipation rate in a fluid region located in correspondence of the impeller (green coloured in Fig. 3). These variables are assumed axi-symmetrically distributed. Their radial profiles are obtained by interpolating the data reported by Fokema et al. (1994) for a relative clearance of 0.5. In order to allow extension to different blade diameters, hub diameters, and impeller rotational velocities, the interpolation curves are shown in Fig. 1A in dimensionless form, making reference to the following variables:

\[
\frac{W_{imp}}{V_{tip}} = 2.3997\xi^4 - 4.0526\xi^3 + 2.6984\xi^2 - 1.2961\xi
\]  
\[
\frac{k}{V_{tip}^3} = 0.2991\xi^3 - 0.3605\xi^2 + 0.1564\xi
\]  
\[
\frac{\varepsilon}{V_{tip}^3} = 5.1254\xi^3 - 5.547\xi^2 + 1.7241\xi
\]  

In order to account for the obstacle produced by the hub, \( V_{imp} \), \( k_{imp} \) and \( \varepsilon_{imp} \) were set to a null value for \( \zeta < 0 \) (\( r < R_{hub} \)).

The mean velocity profiles reported above have been applied to both the fluid and the solids, thereby assuming absence of slip between the phases in the impeller region.

![Fig. 1A. Radial profiles of the mean velocity and turbulent parameters imposed in the impeller region.](image-url)